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ABSTRACT 

The InSAR Scientific Computing Environment (ISCE) was 
first developed under the NASA Advanced Information 
Systems Technology as a flexible, extensible object-oriented 
framework for Interferometric Synthetic Aperture Radar 
(InSAR) processing. The ISCE framework uses Python 3 at 
the workflow level, controlling modules of compiled code for 
functional processing, and managing inputs, outputs, and 
other flow control services.  The currently released version, 
called ISCE 2.1, is distributed to the research community 
through the Western North America InSAR Consortium 
under a research license.  The ISCE team is working on the 
next generation of the code in order to prepare for the NASA-
ISRO SAR (NISAR) mission operational processing.  
Innovations in this code include augmentation or conversion 
of the custom Python framework elements in ISCE with the 
Pyre framework, new workflows for interferometric and 
polarimetric stack processing, a more intuitive and 
graphically based user interface, and flow control for hybrid 
computing environments including CPU/GPU clusters, 
logging and error tracking facilities, and new more efficient 
computational modules that exploit graphical processor units 
(GPUs) when available.  The ISCE 3.0 framework is 
designed to work in an operational environment as well as on 
a single user’s laptop or compute cluster, with services to 
discover capabilities and scale computations accordingly. 
 

Index Terms— InSAR processing, geodetic imaging, 
computational frameworks, Earth science informatics 
 

1. INTRODUCTION 

During the 1990’s, in early days of synthetic aperture radar 
interferometry for geodetic imaging, researchers at the Jet 
Propulsion Laboratory and the California Institute of 
Technology (JPL/Caltech) developed the Repeat Orbit 
Interferometry Package, known as ROIPAC, to allow 
scientists to generate their own interferograms from the 
available radar data sets at the time – ERS, RADARSAT-1 

and JERS [1]. ROIPAC was a set of executables for image 
formation, offset estimation, resampling, interferogram 
formation, topographic correction, filtering, unwrapping and 
geocoding.  Over the years, sensors were added, including 
ALOS and ENVISAT, and the source code was distributed 
for research by the Open Channel Foundation for NASA. 

ROIPAC served an important role for the community, 
offering a free and adaptable software suite for both using in 
research and for showing the fundamental methods of the 
techniques through the source code.  A number of other 
software packages were developed based on ROIPAC’s code, 
including extensions of the code itself [e.g., 2,3]. 

In the 2007 timeframe, it was becoming clear that a new 
generation of community code would be needed to support 
the burgeoning InSAR community.  Not only were the 
number of users growing exponentially, but the number of 
sensors, the availability of large quantities of data, and the 
number of InSAR-related workflows and techniques were all 
growing rapidly. ROIPAC – a set of compiled executable 
programs tied together with Perl scripts – was limited in its 
flexibility and extensibility to adapt to the rapidly changing 
environment.  In 2008, NASA conducted a workshop to 
define the attributes of the next generation InSAR software. 
From these recommendations, NASA’s Advanced 
Information Systems Technology program funded a 
prototype known as the InSAR Scientific Computing 
Environment (ISCE), which was architected to be a flexible, 
extensible framework for controlling processing modules 
through Python object oriented formalisms [4,5,6,7]. ISCE 
supports many more sensors and modalities, and because the 
modules are componentized, science users have been able to 
create custom Python scripts for their research purposes 
without any modifications to the core processing routines 
themselves.  ISCE 2.1 is available by download for research 
through the Western North America InSAR (WInSAR) 
Consortium [8], and is in broad distribution.   

NASA/JPL, in partnership with the Indian Space 
Research Organisation (ISRO) is currently developing the 
NASA-ISRO SAR (NISAR) Mission for launch in 2021 



[9,10].  With an intrinsic 240 km swath width and high 
capacity storage and downlink system, NISAR will image all 
of Earth’s land and ice-covered surfaces from both ascending 
and descending portions of the orbit every 12 days.  The 
mission will produce polarimetric imagery and 
interferometric products over the life of the mission.  To meet 
the demands of production for a petabyte scale raw data set, 
the project is re-architecting ISCE to serve production 
requirements in addition to the user community’s needs.  To 
accomplish this, the framework for ISCE is being extended 
to include additional services and facilities, and the core 
processing routines are being reviewed and updated for 
efficiency and throughput.   This paper describes this third 
generation ISCE software – ISCE 3.0. 
 

2. ISCE ARCHITECTURAL ELEMENTS 

ISCE is constructed as a Python 3 framework controlling the 
flow of data and computation, and keeping track of the 
computing environment.  Intensive computations are 
performed in compiled object code that are bound to Python-
level components. The Python bindings determine which 
local variables and arrays in the object code are exposed to 
users and developers. The formalism of communicating 
between Python and compiled code through bindings adds an 
extra layer of work, but enforces a structure that is systematic 
and straightforward to implement, and provides a degree of 
flexibility to reuse components at the Python level in new 
ways without touching the compiled code.  The bindings are 
implemented using Cython [11], which allows a 
straightforward, recipe-driven approach to their 
development. However, custom bindings using native Python 
APIs are also possible, and provide an even greater level of 
control and generality for developers.  

Many of the components in original versions of ISCE 
were written in Fortran, deriving from ROIPAC.  In ISCE 3.0, 
these codes are translated to C++.  This translation serves two 
purposes: it simplifies the interfaces to Cython and Python 
binding APIs, and it facilitates the conversion of the code to 
a GPU implementation.  

In ISCE 2.1, we developed a custom Python 3 framework 
based on concepts from another prototype framework known 
as Pyre [12]. While ISCE 1 and 2 were being developed, Pyre 
also advanced significantly, to the extent that for ISCE 3.0, 
blending elements of ISCE 2.1 with Pyre quickly provides 
most of the facilities and services for an operational version 
of ISCE. 

The underlying software technologies employed in ISCE 
3.0, in addition to Python and Pyre, include GDAL for 
coordinate transformations and file format conversions, 
Armadillo for matrix manipulation, Cython for bindings, 
CUDA for GPU coding, FFTW for fast fourier transform 
calculations, ImageMagick, grace, and Motif for image 
display support, HDF5 for hdf file format support, and 
RelaxIV and Pulp to support phase unwrapping of connected 
components.  ISCE has a custom image API on top of the 

GDAL interface, and custom tensor array manipulation 
technology is being prototyped to replace Armadillo.  

 
3. ISCE WORKFLOWS 

ISCE 2.1 provides several standard applications workflows, 
including two-pass interferometry from raw or single-look 
complex (SLC) radar image pairs through to geocoded 
unwrapped interferograms, and two-pass dense offset 
estimation for fast motion tracking, e.g. on ice sheets or 
glaciers.  Several of the most computationally intensive 
algorithms in components have been migrated to GPUs, 
including offset estimation and radar-to-cartographic 
geometry conversions. The code is uses the CUDA code 
library as a means of mapping ISCE algorithms to the GPU 
architecture. 

In addition to the fully configured ISCE workflows just 
mentioned, ISCE 2.1 has several serialized workflows for 
processing Sentinel-1 TOPS-mode interferometric pairs, 
SLC stack coregistration, ionospheric correction, and others 
[13,14].  These contributed workflows take advantage of the 
ISCE components directly, but do not use the workflow 
services such as message logging that ISCE provides.  ISCE 
3.0 provides fully configured workflows for all core and 
contributed workflows that are supported. 

One of the key advantages of Pyre in ISCE 3.0 is its 
mature facilities and services for working in a production 
environment.  Coming from a background of computational 
geophysics and fluid dynamics, where applications have been 
deployed on massively parallel machines, GPU clusters, and 
standard CPU clusters, Pyre has developed a set of 
formalisms for assessing the state of available hardware 
dynamically and deciding how to deploy applications or 
components in a suitably efficient way, for measuring 
performance dynamically and adapting to changes in the 
environment, and for logging state information suitable for 
robust provenance tracking.  These features are fundamental 
to the production workflows to be developed for NISAR. 
 

4. ISCE ALGORITHMS 

The key algorithms for NISAR production processing take 
data from raw radar pulse echoes to complex images, 
interferograms, polarimetric covariance products, and a 
number of related products such as unwrapped phase.  Each 
of these products is calculated in radar coordinates as well as 
in geocoded coordinates tied to the reference digital elevation 
model. These products, shown in Table 1, dictate the basic 
algorithmic functionality in ISCE 3.0. 

For image formation, ISCE has relied on traditional 
range-Doppler processing with secondary range migration 
corrections, but with the wide swath and bandwidths 
expected for NISAR, the image formation processor may 
need to be enhanced. The image formation processor will be 



a component or collection of components implemented using 
multiple algorithms for NISAR, selectable by the framework 
for testing and cross comparison. 

One of the innovations for NISAR is the production of a 
geocoded SLC product.  With the availability of accurate 
orbits and atmospheric delay models, and using either 
resampling of the conventionally produced image or direct 
back-projection calculation, depending on the speed of the 
available hardware, we expected all geocoded SLC images to 
be well aligned for direct inter-comparison.  Topographically 
induced phase variations can also be removed at the time of 
image formation, such that subsequent cross-multiplication 
of images yields interferograms that do not have a significant 
topographic phase component.  

Key to these algorithms is a fast way to map the radar 
data from radar coordinates to cartographic coordinates.  
ISCE has GPU accelerated forward and back mapping 
calculations, and stores the results in tables for applying to 
common-referenced stacks of images. 

ISCE also has a number of phase unwrapping algorithms, 
including the traditional branch cut technique found in 
ROIPAC, as well as SNAPHU and secondary arc estimation 
methods to connect isolated connected components.  
 

5. USER INTERFACE 

The XML input files that are used to control ISCE 2.1 are 
difficult for many users to interpret and edit.  ISCE 3.0 will 
address this in two ways. First, there will be an option to use 

a control file with a more straightforward design with 
minimal tagging.  While less general than XML, it will be 
easier to read and edit for typical users.  There will be a one-
to-one correspondence between XML and these inputs, so 
either will work in any given workflow.  Second, we are 
developing a web-based graphical user interface (GUI) that 
will obviate the need for many users to touch control files.  
The user interface will expose control elements in an intuitive 
way to users, and control files will be generated in the 
background. The GUI graphical objects focus on the 
products, which ultimately are what users desire, with options 
for workflow processes and functions presented to users 
based on the products specified.   
 

6. FUTURE PLANS FOR ISCE 3.0 

ISCE 3.0 is currently under development.  It is anticipated 
that the first functional version will be available as open 
source in the Fall 2018 timeframe. This first release should 
have all the basic functional elements of traditional InSAR 
processing, as well as some basic stack-processing capability, 
supporting Sentinel-1, ALOS-2, and the NASA/JPL 
UAVSAR airborne system. The release mechanism will be 
through GITlab source management, which will then allow 
the community of developers to examine the code structure, 
coding and data formatting conventions, and documentation, 
and download the code as source or virtual machines. ISCE 
3.0 will be tested on cloud instances, allowing users to deploy 
it themselves on the cloud.  

Table 1. Proposed NISAR L-band L0-L2 products  

Product Description 

Incoming Data (L0A) Raw data with basic metadata added by SDS 

Radar Signal Data (L0B)  Corrected, aligned radar pulse data. L0B product is used to derive 
L1 products. 

Range-Doppler Single Look Complex (SLC) Standard L1 product that will be used to generate all higher level 
products 

Multi-Look Detected Multi-looked amplitude product in ground range coordinates. 

Geocoded SLC (GSLC) Geocoded L1 SLC product using precise orbits and a DEM. 

Nearest-Time Interferogram (IFG)  Multi-looked flattened (WGS84 ellipsoid) Interferogram with 
topographic fringes in Range-Doppler coordinates. 

Nearest-Time Unwrapped Interferogram 
(UNW) 

Multi-looked, unwrapped differential Interferogram in Range-
Doppler coordinates. 

Geocoded Nearest-Time Unwrapped 
Interferogram (GUNW) 

Geocoded multi-looked unwrapped differential Interferogram. Same 
as UNW but resampled onto a UTM grid. 

Geocoded Polarimetric Scattering Vector 
(GSLC) 

Geocoded L1 SLC product (2 or 4 layers) using precise orbits and a 
DEM. 

Polarimetric Covariance Matrix (COV) Polarimetric covariance matrix (3, 6 or 10 layers) in Range-Doppler 
coordinates. 

Geocoded Polarimetric Covariance Matrix 
(GCOV)  

Geocoded polarimetric covariance matrix (3 or 6 layers) using 
precise orbits and a DEM. 

 



The NISAR production team will begin NISAR-specific 
components development around the same timeframe, 
including the NISAR SAR processor, in appropriate data 
formats using UAVSAR data as simulated data sets.  As the 
science team develops algorithms for higher level products, 
these will be adapted to the framework and added as 
applications. Community members will be encouraged to 
contribute their algorithms using framework formalisms. 

One example of an algorithm suite that uses the ISCE 
core functionalities and is inspired by the framework 
formalism is PLAnT [15], the Polarimetric-interferometric 
Lab and Analysis Tool developed at the Jet Propulsion 
Laboratory to support processing and analysis of SAR data 
for ecosystem and land-cover/land-use change science and 
applications. PLAnT inherits from ISCE the low-level code 
elements, including data structures, serialization interfaces 
and Python/C++ binding mechanisms. PLAnT also adopts 
the base ISCE L1/L2 products definition and metadata 
formats, which allows the user to focus on the development 
of ecosystem algorithms and customization of associated 
L2/L3 products. 

For NISAR geodetic imaging requirements, the science 
team plans to use capabilities in the GIAnT time-series tool 
suite [16].  The authors of GIAnT intend to create a new 
version in the coming years to support NISAR specifically, 
with an opportunity to use ISCE 3.0 components and its 
framework formalism in a similar fashion to PLAnT.  

WInSAR has conducted annual summer training on 
ISCE 2.1, and it is anticipated that the training will transition 
to ISCE 3.0 in 2019.  In addition, the NISAR project in the 
US and India will be conducting science workshops as launch 
approaches, and it is anticipated that the product and 
processing training will be a key element of the activities. 
 

7. CONCLUSIONS 

ISCE 3.0 will form the core framework for NISAR 
production processing. At the same time, the code is being 
developed as a tool suite for scientists to develop their own 
scientific workflows with relatively light, recipe-driven 
development methods.  With attention to efficiency in the 
compiled code-level elements, and an overarching 
framework that has been designed for scientific computing 
and scalability, the same code that functions as a “plug-in” to 
the production system can also be provided to individual 
science users.  In this way, the scientist can compare their 
results directly to the official products distributed by NASA 
to build confidence in their use for custom processing.  
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